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Potentials for
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Revolution of Thai LLM

2017-2022

• Transformer architecture 
was developed

• Data scientists realize 
bigger models are better

• GPT-2, T5, and BERT and 
ChatGPT models released

2024

• Multimodal models appear
• AI Regulation is published
• Agentic AI is invented
• Pathumma LLM, a multi-

modal Thai LLM.

2005 – The Cloud
2010 – IBM Watson
2011 – Siri
2014 – Cortana & Alexa
2016 – Google Assistant

2023

• RAG (Retrieval Augmented 
Generation) is invented

• OpenThaiLLM launched 
first Thai LLM

2025

• Reasoning and Voice models
• Agentic AI is the main key 

trend, with lots of innovation
• ThaiLLM development is 

formally announced

2000-2016
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Thai LLM Foundation

Open-source 
Foundation Model

Initiated in 2022, currently 
available in three sizes: 7 

billion, 30 billion, and 100 
billion parameters (equivalent 

to the number of neurons in 
the human brain).
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NECTEC’s Pathumma LLM

Text
Advanced natural language 

processing for Thai 
language texts

Vision
Capability in image and 
object recognition and 

understanding

Audio
High-accuracy Thai speech 

recognition and natural 
language response system

Key Features

Text: Understanding Thai language context
Speech: Speech-to-text, emotion analysis, and 
gender detection
Image: Detailed image description
Multimodal: Supports queries via speech, 
image, and text
Deep Context: Capable of understanding 
complex questions

Smart communication with multimodal support: image, speech, and text
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Use Case: Thai LLM-based Research QA System
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Use Case: Thai LLM-based Research QA System
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Use Case: AI-Assisted Active Learning Platform

Instructor/Teacher
Learner/Student

AI Tutor/ Role-Play Scenarios: 
Immersive Learning

Create Chat and Learn

Token Mngt.Instruction Knowledge

LLM-Powered 
Tutor Generation

Personalize Learning 
• Conceptual Clarity
• Critical Thinking
• Adaptive Curriculum
• Individual Pace
• Targeted Support
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Use Case: Thai LLM for Public Sectors

Development of a Portal Web for Government Data 
Integration using Agentic AI 
A single access point for citizens to reach services and information from all 
government agencies.

Development of LLM capability assessment tools for target groups
Expanding the prompt set development process to evaluate Trustworthy AI 
performance, aimed at establishing baseline criteria for future Sandbox testing
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Use Case: Thai LLM for Public Sectors

Citizens access data from multiple 
government agencies that operate on 
separate systems, and complex searches 
often require retrieving information from 
several agencies simultaneously.
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Use Case: Thai LLM for Public Sectors

Government AI Use Case 
Repository

Ready-to-use AI Tools 
Categorized by Functions

opdc.ai.in.th
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Use Case: Healthcare

Agentic Clinical Decision
Support System (ACDSS)
• Drug recommendation
• Voice interface
• Treatment recording
• Prescription verification
• Agent orchestration
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THE CHALLENGE:
Resource-Hungry AI

Massive Memory 
Hundreds of GBs to TBs

High Compute Cost 
Expensive GPUs & Energy

Slow & Inefficient 
Not for Real-Time Use

Resource-saved LLM: 
Optimizing AI for Efficiency 

Unlocking Powerful AI with Less Power & Cost

THE IMPACT: 
Why Resource-Saving 

Matters

Widespread Accessibility: 
On-device & IoT

Cost-Efficiency & Speed: 
Reduced Infrastructure & 

Energy Bills

4 KEY OPTIMIZATION TECHNIQUES
1. Quantization
Reduces numerical precision (weights). Smaller model, 
faster computation, lower memory usage.

2. Pruning
Removes redundant parameters. Smaller size, less 
energy consumption.

3. Knowledge Distillation
Smaller model mimics larger teacher model. New, 
efficient model with similar performance.

4. Efficient Checkpointing
Saves training progress, provides efficient fine-tuning.

Coming Soon
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Coming Soon AGENTIC TO PHYSICAL AI
Bringing AI Agents into the Real World
Empowering Digital Brains to Control Physical Bodies

2. THE BRIDGE: 
PERCEPTION & ACTION

ACTION (Output)

 

Converting digital commands 
into physical movement (e.g. 

robot arms, actuators, 
speaker)

PERCEPTION (Input)

 
Translating real-world data into 

digital understanding
 (e.g. cameras, LIDAR, audio)

1. THE AGENTIC PHASE

• Digital Brains
  AI models that plan, reason, 
  and make decisions.

• Simulated Worlds 
  Operates in virtual 
  environments.

• Outputs
  Text, Images, Code, 
 Digital actions

3. THE PHYSICAL AI PHASE

• Embodied Intelligence
 AI controls robots, drones, 

& devices
• Real-World Interaction
 Navigates and manipulates 

physical environments
• Applications
    Manufacturing, 

Healthcare, Logistics, etc.
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Future
Beginning
Here!
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